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Natural convection with distributed heat source modulation
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Abstract

The heat transfer associated with an infinite planar array of distributed heat sources on the bottom wall of a horizontal air filled ple-
num is modelled numerically, and simulations which account for natural convection and radiation are performed to investigate the effect
of independent sinusoidal modulation of heat fluxes. Nusselt number, maximum velocity and Rayleigh number decrease with increasing
oscillation amplitude, while the temperature difference between the cold upper wall and the average source temperature decreases. The
decrease in temperature difference associated with heat flux modulation indicates an improvement in overall heat transfer.
� 2006 Elsevier Ltd. All rights reserved.

Keywords: Natural convection; Heat transfer; Heat modulation; Electronic packaging
1. Introduction

Unsteady heat generation is common in electronic com-
ponents [1], and more importantly, small-scale systems can
be designed to induce dynamic heat fluxes. The design of
more efficient passive cooling for high density packaging
of electronic devices can be improved by taking advantage
of these dynamic heat fluxes to generate thermal instabili-
ties, which will result in improved rates of heat transfer.
The potential of oscillating or vibrating walls to enhance
heat transfer in enclosures has been the subject of a number
of studies, e.g. [2,3]. The focus of this study is the enhance-
ment of natural convection based heat transfer through
independent modulation of heat fluxes from a planar array
of distributed heat sources.

Many studies have been performed on horizontal fluid
layers heated from below with oscillating temperature
boundary conditions. Rosentblat and Tanaka [4] investi-
gated thermal convection associated with an incompress-
ible fluid confined between two parallel, horizontal and
rigid planes that extend infinitely in the horizontal direc-
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tion. They found that bottom wall temperature modula-
tions of high amplitude and low frequency delayed the
onset of instability in the flow field. Mantle et al. [5] inves-
tigated the effects of temperature modulation on natural
convection in a horizontal water layer heated from below.
Experiments were performed in which the bottom wall
temperature varied in a ‘‘sawtoothlike” fashion, and they
found that the period of oscillation has no effect on heat
transfer rates when the amplitude of fluctuation is small,
but the period has a large effect when the amplitude of fluc-
tuation is large. Transient convective heat transfer in a cav-
ity subjected to sinusoidal temperature modulations was
investigated numerically by Lakhal et al. [6] and more
recently by Soong et al. [7]. Larger amplitude and lower
frequency modulations were found to induce a stabilizing
effect, in agreement with previous work by Rosentblat
and Tanaka [4]. Bae and Hyun [8] presented a time-depen-
dent two-dimensional numerical study on laminar natural
convection air-cooling in a vertical rectangular enclosure
with discrete flush-mounted heaters on one side of the wall.
Three heaters were situated on the sidewall, and the lowest
elevated source was switched ‘on’ and ‘off’, while the others
were kept ‘on’. According to Bae and Hyun [8], a dis-
cretely heated vertical wall leads to a higher heat transfer
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Nomenclature

B mean amplitude of heat flux modulation
Cp specific heat capacity
g
*

acceleration of gravity
h heat transfer coefficient ¼ q00i ðtÞ=T Sðx; tÞ � T C

� �
,

i = 1,2
I radiation intensity
I0 boundary condition intensity
Iin incident radiation intensity
k thermal conductivity
L length of heat source, plenum height and spac-

ing length
n index of refraction
~n normal vector
Nu spatially-averaged Nusselt number
Nuavg temporally-averaged and spatially-averaged

Nusselt number
P static pressure
Pr Prandtl number
q00i ðtÞ source heat flux, i = 1,2
q00in incident radiative heat flux at wall
q00out radiative flux leaving wall
q00S spacing heat flux
Ra Rayleigh number
~s direction vector
~s 0 scattering direction vector
~r position vector
T temperature
TC top wall temperature

Tmax maximum temperature of heat source surface
Tw wall temperature
t time
Vmax maximum velocity
Vmax,avg temporally averaged maximum velocity
v
*

velocity

Greek symbols

a hemispherical surface absorptivity
a* thermal diffusivity of air
b thermal expansion coefficient
DT difference between local temperature and top

wall temperature (= T � TL)
DTmax,avg temporally-averaged maximum temperature

difference between heat source and top wall
temperature

d oscillation amplitude
e hemispherical surface emissivity
U phase function
h phase shift
X0 solid angle
q fluid density
r Stefan–Boltzmann constant (5.672 � 10�8

W/m2 K4)
rs scattering coefficient
s period of oscillation
t kinematic viscosity of air
x frequency of modulation
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coefficient than a fully heated vertical wall, which was also
shown by Keyhani et al. [9]. Shu et al. [10] presented exper-
imental and numerical investigations on natural convection
in a rectangular cavity with oscillating left-wall tempera-
tures. Numerical simulations were used to study the effects
on modulation frequency and Prandtl number on the fluid
flow. The authors considered a water-filled rectangular cav-
ity with adiabatic top and bottom surfaces. The right side
was kept at a constant temperature, and the left side had
a sinusoidally oscillating temperature boundary condition.
They found that the flow oscillation in the cavity strongly
depends on the frequency of temperature perturbation
applied to the boundary, where the flow modulation is
weaker at high frequencies of temperature oscillation.
Roppo et al. [11] presented an analytical study of Ray-
leigh–Bénard convection in a thin liquid layer heated from
below, where the lower boundary is modulated sinusoidally
in time. The horizontal layer of fluid extended infinitely in
the horizontal direction between two parallel planes. The
top wall was kept at a constant lower temperature, and
the lower plate oscillated sinusoidally about a nonzero
mean value. With the trend towards electronic miniaturiza-
tion and increasing component density, the number of
components asymptotically approaches an infinite value.
In this paper, the constraint of sidewalls is removed, effec-
tively considering an infinite array of distributed heat
sources and their effects on heat transfer.

In this work, computational fluid dynamics (CFD) is
applied to investigate the effects on heat transfer when
the heat flux boundary conditions for an infinite array of
distributed heat sources in a horizontal air filled plenum
are modulated with respect to time. This work indicates
the potential to improve passive heat removal through nat-
ural convection by triggering thermal instabilities through
heat flux modulation.

2. Modelling approach

Fig. 1 illustrates the geometric and thermal boundary
conditions of the two-dimensional problem under consider-
ation. Flush-mounted heat sources of equal length, L, have
prescribed uniform heat flux boundary conditions, q001ðtÞ
and q002ðtÞ. The heat source length, spacing length and ple-
num height have a 1:1:1 ratio. This configuration is charac-
teristic of electronics applications, as discussed in a recent
investigation where source spacings and source sizes were
studied as the parameters governing steady state Ray-
leigh–Bénard natural convection [12]. For all simulations
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Fig. 1. Schematic of the two-dimensional computational domain showing
geometric and thermal boundary conditions.
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including the effects of thermal radiation, air is assumed to
be non-participating (absorption and scattering coefficients
are zero), and the index of refraction (n = 1) is assumed to
be constant over all wavelengths and temperatures. All
surfaces are opaque and gray-diffuse, with hemispheri-
cal emissivity, e, and absorptivity, a, values the same for
all surfaces.

The following conditions are prescribed on the other
boundaries:

� bottom wall, between sources: zero heat flux boundary
condition, q00S ¼ 0;
� top wall: constant temperature, TC;
� bottom and top walls: no-slip velocity condition;
� side boundaries: periodic boundary condition.

The periodicity condition simulates an effectively infinite
array of heat sources without the influence of sidewalls.
In this work, the maximum temperature difference, DT, is
assumed small enough to justify the use of the Boussinesq
approximation. The resulting continuity, momentum and
energy equations governing the flow and heat transfer are
given by

r � v
* ¼ 0 ð1Þ

o v
*

ot
þr � ðv* v

*Þ ¼ � 1

q
rP þr � ðtr~vÞ þ bDT g

* ð2Þ

where v
*

is the velocity vector, t is the time, q is the fluid
density, P is the static pressure, t is the kinematic viscosity,
b is the thermal expansion coefficient, and g

*
is the acceler-

ation of gravity.

qCp
oT
ot
þ v

* �rT
� �

¼ kr2T ð3Þ

where Cp is the specific heat capacity, k is the thermal
conductivity and T is the temperature.

The Discrete Ordinates model is used to solve the
radiative heat transfer equation

r � ðIð~r;~sÞ~sÞ þ ðaþ rsÞIð~r;~sÞ

¼ an2 rT 4

p
þ rs

4p

Z 4p

0

Ið~r;~sÞUð~s �~s0ÞdX0 ð4Þ

where I, ~r, ~s, ~s 0, a, rs, r, U, and X0 are the radia-
tion intensity, position vector, direction vector, scattering
direction vector, adsorption coefficient, scattering coeffi-
cient, Stefan–Boltzmann constant (5.672� 10�8 W/m2 K4),
phase function and solid angle, respectively.

The incident radiative heat flux at the wall is given by

q00in ¼
Z
~s�~n>0

I in~s �~ndX ð5Þ

where Iin is the incident radiation intensity. The net radia-
tive heat flux leaving the wall is given by

q00out ¼ ð1� eÞq00in þ n2ewrT 4
w ð6Þ

where e is the wall emissivity coefficient, and Tw is the tem-
perature at the wall. The boundary condition intensity is
calculated by

I0 ¼
q00out

p
ð7Þ

The heat transfer from the sources is expressed in terms
of the Nusselt number averaged over the area of the source,
which is defined as

Nu ¼ hL
k

ð8Þ

where L is the characteristic length of the system (as labeled
in Fig. 1), and h, the heat transfer coefficient is defined as

hðx; tÞ ¼ q00i ðtÞ
T ðx; tÞ � T C

ð9Þ

where i = 1,2. The temporally-averaged and spatially-
averaged Nusselt number is given by

Nuavg ¼
1

s

Z s

0

1

L

Z L

0

Nuðx; tÞdxdt ð10Þ

where s is the period of oscillation. The Rayleigh number is
defined as

Ra ¼ gbðT max � T CÞL3

a�m
ð11Þ

where Tmax is the maximum temperature on the surface of
the heat source, and a* is the thermal diffusivity of air. The
Rayleigh number is calculated a posteriori once Tmax has
been determined from the simulations. Although the results
have been non-dimensionalized to apply to any length
scale, in the context of the air properties and temperature
differences of interest, the length scale ranges from
500 lm to 10 mm. The Prandtl number has a value of
0.74 and is given by

Pr ¼ m
a

ð12Þ

This model was implemented in FLUENT, a commer-
cial finite-volume based CFD package [13]. The governing
equations were solved using the QUICK scheme. For
steady state simulations PRESTO was used, and for
time-dependent simulations the PISO algorithm was used
to solve for the pressure. A hexagonal grid and segregated
solver were used for all simulations. For time-dependent
simulations, a second order implicit formulation was used
with constant time steps of 10�2 s. In a previous study
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focusing on steady state convection over distributed heat
sources [12], a systematic grid dependence study showed
that variations of the 0.1% were obtained when using a
25 � 100 mesh compared to a 60 � 240 mesh. In the cur-
rent unsteady simulations, the characteristic size of the flow
patterns is similar, and a mesh of 30 � 120 was used for all
simulations.
Fig. 2. Average Nusselt number versus Rayleigh number, showing the
effects of thermal radiation on thermal instability and heat transfer rates.
3. Heat flux modulation

At very low modulation frequencies, the system
approaches the steady state case, which is characterized
in Fig. 2. The curves marked by triangles are the heat trans-
fer results without thermal radiation and mark the onset of
thermal instability with a critical Rayleigh number of 810.
The curves marked by circles are the results with thermal
radiation assuming gray-diffuse surfaces with e = 0.5. The
divergence of the curves marked by circles shows the effect
of natural convection and the onset of thermal instability,
which occurs at a critical Rayleigh number of 880. Finally,
Fig. 3. Heat transfer effects from varying the heat flux oscillation amplitude ab
amplitudes over one full period: (a) heat flux boundary condition, (b) spatial
wall and area weighted average source temperature, (d) maximum velocity, an
the curves marked by squares show the effect on heat trans-
fer when assuming gray-diffuse surfaces with e = 1. Here,
the onset of thermal instability occurs at a critical Rayleigh
number of 1220. It is important to note that increasing
out the steady state value, d = 0. Results are shown for varying oscillation
average of Nusselt number, (c) temperature difference between cold upper
d (e) time sequenced temperature contours for d = 1.
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thermal radiation delays the onset of thermal instability in
the system, which is consistent with work presented in
[14,15]. When radiation is included in the numerical model,
the transition becomes smoother, and as expected, the heat
transfer rates are significantly higher. Thermal radiation is
included in all subsequent simulations.

The effects of source heat flux modulation are studied
for an operating point well within the convection-domi-
nated regime. The source heat flux boundary conditions
are modulated with respect to time for the configuration
shown in Fig. 1, where e = 0.5, L = 6 mm, DT = 90 K,
and Ra = 1560. The heat flux boundary conditions stipu-
late a uniform heat flux profile along each heat source. In
the following investigation, all heat sources are modulated
by the same frequency, x. A 1.5 s period of oscillation was
employed because it is characteristic of the time required
for this system to approach steady state. In the context
of the numerical simulations this period represents 150 time
steps.
Fig. 4. Source heat flux sinusoidal modulation effects on heat and mass tran
period: (a) spatial average of Nusselt number, (b) temperature difference bet
maximum velocity magnitude, and (d) time sequenced temperature contours f
The heat flux boundary conditions for each heat source
are modulated sinusoidally with alternating heat sources
phase shifted by an angle, h. The heat fluxes of alternating
sources are given by

q001ðtÞ ¼ B½1þ d sinðxtÞ� ð13Þ
q002ðtÞ ¼ B½1þ d sinðxt þ hÞ� ð14Þ

where B is the mean amplitude of heat flux modulation.
Fig. 3 shows the effects on heat transfer when the oscil-

lation amplitude of heat flux modulation varies between
values 0 6 d 6 1, when both q001ðtÞ and q002ðtÞ are in phase,
i.e. h = 0. Fig. 3a shows the imposed heat flux boundary
conditions of each heat source over one period. Fig. 3b
shows Nu for one period, which varies non-linearly with
the applied heat flux modulation at higher amplitudes.
Also over one period, Fig. 3c shows the resulting tempera-
ture difference between the cold upper wall and the area
weighted average source temperature, and Fig. 3d shows
sfer for alternating sources shifted by 0�, 45�, 90�, 135� and 180� for one
ween cold upper wall and area weighted average source temperature, (c)
or h = 180�.
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the maximum velocity that occurs in the system. Fig. 3e
illustrates time sequenced temperature contours, which
show the evolution of thermal plumes for the case where
d = 1 and h = 0�. The temperature difference between the
cold upper wall and the area weighted average source tem-
perature decreases as the oscillation amplitude increases.
Averaged over one period of time, DTmax,avg decreases by
2%, 4%, and 5%, for oscillation amplitudes of d = 0.6,
0.8, and 1.0, respectively. This decrease in temperature dif-
ference shows an improvement in heat transfer from the
heat sources. However, for d 6 0.6, DTmax,avg decreases
by less than one percent compared to the steady state case.
Compared to the steady state case where d = 0, average
values over one period of time of Nuavg, Vmax and Ra
decrease with increasing oscillation amplitude. For d = 1,
Nuavg, Vmax and Ra decrease by 9%, 7%, and 6%, respec-
tively. The oscillation amplitude value of d = 1 was used
for all subsequent simulations because it resulted in the
largest decrease in average temperature.

Fig. 4 shows the effect of varying the heat flux boundary
condition phase shift of adjacent heat sources on Nu,
DTmax,avg and Vmax over a range of Rayleigh numbers.
Over one period of time, Fig. 4a shows the spatially aver-
aged Nu, Fig. 4b shows the temperature difference between
the cold upper wall and the area weighted source tempera-
ture, and Fig. 4c shows the maximum velocity magnitude
in the system. Fig. 4d illustrates time sequenced tempera-
ture contours, which show the evolution of thermal plumes
for the case where d = 1 and h = 180�. Compared to the
steady state case, Nuavg decreases by approximately 10%
when a phase shift is introduced. Even though Nuavg

decreases, the temperature difference between the cold
upper wall and the average source temperature is 6% less
compared to that at steady state. This significant decrease
in DTmax,avg indicates that using a large oscillation ampli-
tude and introducing a phase shift between the heat flux
boundary conditions of adjacent heat sources is a promis-
ing method of enhancing passive heat removal from heat
generating components. Over one period of time, the aver-
age maximum velocity, Vmax,avg, increases by 28%, 38%,
and 41% when the heat flux boundary conditions of adja-
cent heat sources are phase shifted by 90�, 135� and 180�,
respectively. This significant increase in Vmax,avg is also
promising as a method for enhancing the mass transfer
above the heat sources.
4. Conclusions

This work brings new insight on the heat transfer effects
of modulating the heat flux boundary conditions of an infi-
nite array of distributed flush-mounted heat sources on the
bottom wall of a horizontal air filled plenum. It was found
that Nusselt number, maximum velocity and Rayleigh
number decrease with increasing oscillation amplitude,
while the temperature difference between the cold upper
wall and the average source temperature decreases. This
decrease in temperature difference indicates an improve-
ment in overall heat transfer from the heat sources.

Since the Nusselt number in this work is averaged tem-
porally and spatially, it is no longer an ideal measure of
heat transfer in the system. Due to the time and space aver-
aging, one cannot assume that an increase in Nuavg results
from an inversely proportional decrease in the temperature
difference in the system. For the time-dependent situations
studied in this work, the best measure of heat transfer
improvements is the maximum temperature difference in
the system. When designing electronic components with
high-heat fluxes, the maximum temperature that the device
can withstand is often a major operating limitation. The
time-averaged maximum temperature value is also of inter-
est simply because the temperature of the heat source oscil-
lates about a median value. Both values have been included
in this analysis because they are useful for measuring the
improvement in heat transfer.

When a phase shift is introduced between alternating
heat sources, the Nusselt number decreases by approxi-
mately 10%. The temperature difference between the cold
upper wall and the average source temperature is less than
that at steady state by 6%. The maximum velocity increases
by 41% when the heat sources are out of phase by 180�. It is
important to note that a decrease in temperature difference
is observed, and an increase in maximum velocity is
observed, both of which are desirable for heat removal
and mass transport in small-scale electronics.
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